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Methods

Datasets

Feed-Forward Neural Network (FNN)

Convolutional Neural Network  (CNN)

Background

In academia and industry, researchers have used Machine Learning (ML) techniques to
design and implement intrusion detection systems (IDSes) for computer networks;
however, little has been done for IoT intrusion detection

Researchers trained ML models to predict intrusions using data collected by various
organizations. The datasets used in such systems are often imbalanced (e.g., not all
classes have the same number of samples).

We implemented our approach using two well-known Deep Learning neural
networks.. As compared to training them on datasets using cross-entropy loss
functions, our approach (training DL models using focal loss function) performed
better on accuracy, precision, F1 score, and MCC score by 24%, 39%, 39%, and 60%
respectively.
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∑ Error
Calculation

Input Layer

Hidden layer with 
50 neurons

Hidden layer with 
30 neurons

Hidden layer with 
20 neurons

Output Layer
Input Features

Hidden Layers

Backpropagation with Focal Loss Function.
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Feature map

Input Features

Convolution
with 32
filters and
kernel size
of 3

Max 
pooling 
of size 2.

Dense layer with 100
neurons

Output probabilities 
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Backpropagation with Focal Loss Function.
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ØLet us consider cross-entropy loss for binary classification 

ØFocal loss function reshapes the loss function so that easy examples are down-
weighted and training focuses on hard examples.

ØA modulating factor (1 − pt)𝛾 is added to the cross-entropy loss function with a 
focusing parameter 𝛾≥ 0. The focal loss defines as follows: 

Results

Quantitative Analysis
Performance metrics used in evaluating ML-models 

Performance of the evaluated methods on 
Bot-IoT 

Performance of the evaluated methods on WUSTL-
EHMS-2020.  

• True Positives (TP), 
True Negatives (TN), 
False Positives (FP), 
and False Negatives 
(FN) 

Adding synthetic data using random oversampling and CTGANSamp

Class Train (%)
DDoS 1233052 52.52 
DoS 1056118 44.98 
Reconnaissance 58335 2.48 

Normal 296 0.01 
Theft 52 0.002 

Class Train (%)

Normal 797261 92.71 

DoS 56379 5.56 

Reconnaissance 5932 0.69 

Command Injection 185 0.02 

Backdoor 152 0.02 

Class Train (%)

Normal 10275 87.47 

DoS 1472 12.53

Data distribution in WUSTL-EHMS-2020 

Data distribution in WUSTL-IIoT-2021

Data distribution in BoT-IoT

Qualitative Analysis 

Qualitative analysis of FNN-ORG, CNN-BiLSTM, and FNN-Focal on WUSTL-IIoT-2021 dataset 

Discussion & Conclusions

References

• Since the proposed system has not been tested for "In the Wild" deployments, its 
performance might differ in real-world deployments.

• Nonetheless, we want to emphasize that the proposed approach provides basis for 
building systems that might be deployed in the real-world. 

• Last but not least, we observe that although our proposed approach out- performs state-of-
the-art intrusion detection systems including many strong baseline models, it is far from 
being sufficient to be deployable in real-world. 

• It highlights that there is need for more research in such an important research area and 
robust ML-based intrusion detection systems are needed that may be deployed in real-
world without any manual and laborious handcrafting. 
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