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#### Abstract

A local parametrization based curvature computation technique for triangular meshes is presented. The computation process starts with interpolating the interested region of the given mesh with a Loop subdivision surface. The interpolation technique guarantees that the resulting surface reflects the local shape of the mesh, including features such as edges and corners; no data simplification is necessary. A blending technique is then applied to vicinities of extra-ordinary vertices to ensure continuity and boundedness of curvature at each extra-ordinary vertex. This blending process does not change the value of the surface at the extra-ordinary points. Curvatures for each given point are subsequently computed based on standard parametrization for Loop surfaces. Advantages of the new technique include that curvature can be computed in any direction for any point of the given mesh and higher accuracy of the computed results due to precise representation obtained by the interpolation process. Test results showing the effectiveness of the new technique are included.
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## 1. INTRODUCTION

Curvature is a fundamental property in computer graphics because it provides information on local shape of a surface. Curvature also facilitates many surface processing tasks, such as surface segmentation, surface reconstruction and registration. Actually, since it is invariant under viewpoint and parametrization transformation, surface curvature is of importance to almost all applications that deal with surface geometry. But due to limitation of current sampling techniques, such applications usually do not get smooth forms for the surfaces defining the model geometry. Instead they only have polyhedral approximations of the surfaces, such as triangular or quadrangular meshes. Hence, techniques are needed to estimate local surface curvatures using discrete data.

A large number of methods for computing surface curvatures on polygonal surfaces exist. These methods can be classified into several groups. Approaches such as [8] and [9] focus on finding good local approximation involving quadratic or cubic surfaces. Because of their approximation nature, these methods are sensitive to quantization noise. Approaches such as [10] and [11] employ discrete approximation formulas based on information of a point and its neighbors. These methods are often short in computation time, but not as accurate. Approaches such as [5] and [12] estimate the curvature by a discrete tensor. For each point on the surface, the tensor associates each surface tangent direction with the corresponding directional curvature.

Other approaches such as [13] employ a voting mechanism, an improvement version of the tensor based approaches. These methods gain in computation time at the cost of the attainable accuracy: the curvatures are smoothed out but some details are lost.

In this paper, a new method for estimating surface curvature based on local parametrization of a triangular mesh is presented. The idea is to interpolate the interested region of the given mesh with a $C^{2}$-continuous, locally blended Loop subdivision surface [14] and use curvature of the locally blended Loop surface as an approximation to the curvature of the given mesh. The constructed surface faithfully reflects the shape of the interested region of the given mesh. Therefore, the computed curvature has a better approximation of the surface's curvature. No simplification of the data set is necessary. Most importantly, since the locally blended Loop surface has continuous curvature everywhere, one can compute curvature for any point of the given mesh in any direction.

The construction of the locally blended Loop surface requires two steps. First, a Loop subdivision surface that interpolate vertices of the interested region of the given mesh is constructed using a technique similar to the progressive interpolation technique for B-splines [4],[1],[3]. A blending technique similar to the one used for Catmull-Clark subdivision surfaces [6] is then applied to vicinities of the extra-ordinary points to ensure boundedness and continuity of curvature at the extraordinary points. Then each triangular face of the given mesh is parametrized using parametrization of the corresponding patch of the locally blended Loop surface.

The remaining part of the paper is arranged as follows. In Section 2 we present the over all idea of local parametrization based curvature computation. The process of using a progressive approach to construct a Loop subdivision surface to interpolate the interested region of a given triangular mesh is presented in Section 3; a proof showing that this process is well-defined in given in the Appendix. The process of blending vicinities of extra-ordinary points to ensure boundedness and continuity of surface curvature at those points is presented in Section 4. The curvature computation process is presented in Section 5. Implementation issues and test results are shown in Section 6. Concluding remarks are given in Section 7.

## 2. BASIC IDEA

First, we use a progressive interpolation technique [4],[1],[3] to find a Loop subdivision surface [14] that interpolates the interested region of the given triangular mesh. The idea is to view the given triangular mesh as the control mesh of a Loop subdivision surface, and iteratively upgrade locations of the vertices of this mesh until a new control mesh who limit surface interpolates the given mesh is obtained. The limit of the iterative interpolation process has the form of a global method. But the control points of the limit surface can be computed using a local approach. Therefore, the interpolation technique enjoys the advantages of both a local method and a global method. It does not require a data simplification process such as the one presented in [18] no matter how large the data set is.

With the technique for evaluating Loop subdivision surfaces at arbitrary parameter values being available [16], we can find the parametrization of each triangular surface of the control mesh. The computations of the first and second fundamental forms are easy since the parametrization of the surfaces are known.

However, a standard Loop subdivision surface is only $C^{1}-$, not $C^{2}$-continuous at extraordinary points. To avoid infinite curvature at the extra-ordinary points, the surface is then modified by applying a local blending technique similar to the one used for Catmull-Clark subdivision surfaces [6] to vicinities of extra-ordinary points of the given mesh. The blending process is done by blending the Loop surface with a low degree polynomial defined locally over a characteristic map of the extra-ordinary point [17]. The modified Loop surface is $C^{2}$-continuous everywhere and, hence, has bounded and continuous curvature at the extra-ordinary points. This blending process does not change the value of the Loop surface at the extra-ordinary points. Therefore the modified Loop surface still interpolates all the vertices of the interested region of the given mesh.

Note that, with the parametrization known, we can compute not only the Gaussian and Mean curvatures at every point of the original mesh, but also curvatures in any direction at any point on the limit surface.

## 3. LOCAL INTERPOLATION

The process of constructing an interpolating Loop subdivision surface [14] based on progressive interpolation technique [4],[1],[3] is described below.

Given a 3D triangular mesh $M=M^{0}$. To interpolate the vertices of a region of $M^{0}$ with a Loop subdivision surface, one needs to find a control mesh $\bar{M}$ whose Loop surface passes through all the vertices of that region of $M^{0}$. Without loss of generality, we shall assume that region is $M^{0}$ itself. The job of finding the relationship between the vertices of $\bar{M}$ and the vertices of $M^{0}$ will be achieved through an iterative process, instead of a direct process.

First, we consider the Loop surface $S^{0}$ of $M^{0}$. For each vertex $V^{0}$ of $M^{0}$, we compute the distance between this vertex and its limit point $V_{\infty}^{0}$ on $S^{0}$,

$$
D^{0}=V^{0}-V_{\infty}^{0},
$$

and add this distance $V^{0}$ to get a new vertex called $V^{1}$ as follows:

$$
V^{1}=V^{0}+D^{0} .
$$

The set of all the new vertices is called $M^{1}$. We then consider the Loop surface $S^{1}$ of $M^{1}$ and repeat the same process.

In general, if $V^{k}$ is the new location of $V^{0}$ after $k$ iterations of the above process and $M^{k}$ is the set of all the new $V^{k}$ 's, then we consider the Loop surface $S^{k}$ of $M^{k}$. We first compute the distance between $V^{0}$ and the limit point $V_{\infty}^{k}$ of $V^{k}$ on $S^{k}$

$$
\begin{equation*}
D^{k}=V^{0}-V_{\infty}^{k} . \tag{1}
\end{equation*}
$$

We then add this distance to $V^{k}$ to get $V^{k+1}$ as follows:

$$
\begin{equation*}
V^{k+1}=V^{k}+D^{k} . \tag{2}
\end{equation*}
$$

The set of new vertices is called $M^{k+1}$.
This process generates a sequence of control meshes $M^{k}$ and a sequence of corresponding Loop surfaces $S^{k}$. $S^{k}$ converges to an interpolating surface of $M^{0}$ if the distance between $S^{k}$ and $M^{0}$ converges to zero. Therefore the key task here is to prove that $D^{k}$ converges to zero when $k$ tends to infinity. This will be done in the Appendix.

Note that for each iteration in the above process, the main cost is the computation of the limit point $V_{\infty}^{k}$ of $V^{k}$ on $S^{k}$. For a Loop surface, the limit point of a control vertex $V$ with valence $n$ can be calculated as follows:

$$
\begin{equation*}
V_{\infty}=\beta_{n} V+\left(1-\beta_{n}\right) Q \tag{3}
\end{equation*}
$$

where

$$
\beta_{n}=\frac{3}{11-8 \times\left(\frac{3}{8}+\left(\frac{3}{8}+\frac{1}{4} \cos \frac{2 \pi}{n}\right)^{2}\right)}
$$

and

$$
Q=\frac{1}{n} \sum_{i=1}^{n} Q_{i}
$$

$Q_{i}$ are adjacent vertices of $V$. This computation involves nearby vertices only. Hence the progressive interpolation process is a local method and, consequently, can handle meshes of any size.

Another point that should be pointed out is, even though this is an iterative process, one does not have to repeat each step strictly. By finding out when the distance between $M^{0}$ and $S^{k}$ would be smaller than the given tolerance, one can go directly from $M^{0}$ to $M^{k}$, skipping the testing steps in between.

## 4. LOCAL BLENDING

With the construction of the Loop subdivision surface in the previous section, we can define a local ( $u, v$ ) parameterization for each triangular face of the given mesh [16]. In case one of the vertices is an extra-ordinary point, then $(\mathbf{O}, \mathbf{O})$ is set at the extraordinary point. The limit surface $S(u, v)$ is $C^{2}$-continuous for $(u, v)$ different from $(0,0)$ and $C^{1}$-continuous at $(0,0)$. We assume each face has at most one extra-ordinary vertex here. If this is not the case, simply perform one subdivision on the constructed Loop surface first.

Then a low degree polynomial $P(u, v)$ is calculated to approximate the original Loop limit surface $S(u, v)$ near the extraordinary point. For simplicity, and also to avoid unexpected oscillations, quadratic polynomials are used here for $P(u, v)$. We calculate limit points on the subdivision surface after 3 levels of recursive subdivision. Knowing the values of the limit points and the $(u, v)$ parameter values we can calculate the coefficients of $P(u, v)$ by a leastsquares fit.

Using an approach similar to the one used for Catmull-Clark subdivision surfaces [6], the modified surface $\bar{S}$ is defined as:

$$
\bar{S}(u, v) \Longrightarrow S(u, v) W(u, v)+P(u, v)(1-W(u, v))
$$

where $\mathrm{O}<W(u, v)<1$, is a $C^{2}$ continuous weight function that decays to zero at $(\mathbf{O}, \mathbf{O})$, thereby canceling the irregularity of $S(u, v)$. Since the modified surface $\bar{S}$ coincides with $P$ at the origin, $P(0,0)=S(0,0)$.

The following formula is chosen to define $W(u, v)$ :

$$
W(u, v)=\rho^{2}\left(3 \rho^{2}-8 \rho+6\right), \rho=\sqrt{u^{2}+v^{2}} / \lambda, \rho \leq 1
$$

$\boldsymbol{\lambda}$ is the sub-dominant eigenvalue of the subdivision matrix related to an extraordinary vertex of valence $n$.

At the extraordinary point itself, the modified surface $\bar{S}$ coincides with $P$ up to its second-order derivatives, due to the interpolation requirement $S(0,0)=P(0,0)$. Thus, for evaluating $\overline{\boldsymbol{S}}$ and its derivatives at the extraordinary point, we only need to evaluate the polynomial $P$ at ( $\mathrm{O}, \mathrm{O}$ ) .

## 5. CURVATURE COMPUTATION

After applying local blending on each extraordinary point, we have the parametrization for each face that gives $C^{2}$-continuity. Hence, we are able to compute the Gaussian and Mean curvature at all points on the original mesh: The first fundamental form:

$$
\begin{aligned}
& E=<X_{u}, X_{u}> \\
& F=<X_{u}, X_{v}> \\
& G=<X_{v}, X_{v}>
\end{aligned}
$$

The second fundamental form:

$$
\begin{aligned}
& e=<N, X_{u u}> \\
& f=<N, X_{u v}> \\
& g=<N, X_{v v}>
\end{aligned}
$$

Normal of a vertex can be computed either using the standard approximation technique of averaging the normals of adjacent faces, or by acquiring the cross product of $X_{u}$ and $X_{v}$ at that vertex. It turns out that, as expected, getting the cross product of two directional derivatives based on the parametrization is much more precise.

Based on the equations of Weingarten [2], we obtain Gaussian curvature $K$ and Mean curvature $H$ as follows:

$$
\begin{aligned}
& K=\left(e g-f^{2}\right) /\left(E G-F^{2}\right), \\
& H=(e g-2 f F+g E) /\left(2\left(E G-F^{2}\right)\right),
\end{aligned}
$$

The principle curvatures $\boldsymbol{k}_{1}$ and $\boldsymbol{k}_{2}$ are the roots of the quadratic equation:

$$
k^{2}-2 H k+K=0
$$

that is,

$$
k=H \pm \sqrt{H^{2}-K} .
$$

## 6. IMPLEMENTATION AND TEST RESULTS

The local parametrization and curvature estimation process is implemented on Windows XP platform using OpenGL as the supporting graphics system. The algorithm is tested on meshes of various sizes. The number of faces of the meshes ranges from 400 to 18000. No simplification is needed for data set with more than 10,000 vertices because the new interpolation technique can handle meshes of any size. Some of the results are presented in Tab. 1 and Fig. 1. These results are compared with the discrete approach proposed by Cohen-Steiner and Morvan [5] which is more accurate than most discrete methods [7].

| Model | \# of vertices | \# of <br> iterations | Max Error |
| :---: | :---: | :---: | :---: |
| Bird | 1129 | 4 | 0.007107377 |
| Dolphin | 420 | 6 | 0.006514963 <br> 9 |
| Tooth1 | 9460 | 10 | 0.006353236 <br> 8 |
| Tooth2 | 16473 | 10 | 0.006855246 <br> 2 |
| Tooth3 | 5366 | 10 | 0.006517332 <br> 6 |

Tab. 1: Local parametrization based curvature estimation: test results.


Fig. 1: Examples of curvature estimation based on local parametrization.

## 7. CONCLUDING REMARKS

A local parametrization based curvature computation technique for triangular meshes is presented. This technique constructs a Loop subdivision surface that interpolates vertices of the interested region of the given mesh first. The constructed Loop surface is then modified in vicinities of extraordinary points to ensure boundedness and continuity of the curvature at the extra-ordinary points. No simplification of the data set is needed. Curvatures for each given point are subsequently computed based on standard parametrization for Loop surfaces. Advantages of the new technique include that curvature can be computed in any direction for any point of the given mesh and higher accuracy of the computed results due to precise representation obtained by the interpolation process. Test results show that indeed the new technique gives more details than classic, discrete structure based curvature estimation techniques.
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## APPENDIX A CONVERGENCE OF THE ITERATIVE INTERPOLATION PROCESS

The proof needs a fact about the eigenvalues of the product of positive definite matrices. This fact is presented in the following lemma.

Lemma 1 Eigenvalues of the product of positive definite matrices are positive.
The proof of Lemma 1 follows immediately from the fact that if $P$ and $Q$ are square matrices of the same dimension, then $P Q$ and $Q P$ have the same eigenvalues (see, e.g., [15], p.14).

To prove the convergence of the iterative interpolation process for Loop subdivision surfaces, note that at the $(k+1)$ st step, the difference $D^{k+1}$ can be written as:

$$
\begin{aligned}
D^{k+1} & =V^{0}-V_{\infty}^{k+1} \\
& =V^{0}-\left(\beta_{n} V^{k+1}+\left(1-\beta_{n}\right) Q^{k+1}\right)
\end{aligned}
$$

where $Q^{k+4}$ is the average of the $n$ adjacent vertices of $V^{k+1}$

$$
Q^{k+1}=\frac{1}{n} \sum_{i=1}^{n} Q_{i}^{k+1}
$$

By applying (2) to $V^{k+1}$ and each $Q_{i}^{k+1}$,

$$
Q_{i}^{k+1}=Q_{i}^{k}+D_{Q_{i}^{k}}^{k}
$$

we get

$$
\begin{align*}
D^{k+1}= & V^{0}-\left(\beta_{n} V^{k}+\left(1-\beta_{n}\right) Q^{k}\right) \\
& -\left(\beta_{n} D^{k}+\frac{1-\beta_{n}}{n} \sum_{i=1}^{n} D_{Q_{i}}^{k}\right)  \tag{4}\\
= & D^{k}-\left(\beta_{n} D^{k}+\frac{1-\beta_{n}}{n} \sum_{i=1}^{n} D_{Q_{i}}^{k}\right)
\end{align*}
$$

where $Q^{k}$ is the average of the $\$ n \$$ adjacent vertices of $V^{k}$. In matrix form, we have

$$
\left[D_{1}^{k+1}, D_{2}^{k+1}, \ldots, D_{m}^{k+1}\right]^{T}=(I-B)\left[\begin{array}{c}
D_{1}^{k} \\
D_{2}^{k} \\
\vdots \\
D_{m}^{k}
\end{array}\right]=(I-B)^{k+1}\left[\begin{array}{c}
D_{1}^{0} \\
D_{2}^{0} \\
\vdots \\
D_{m}^{0}
\end{array}\right]
$$

where $m$ is the number of vertices in the given matrix, $I$ is an identity matrix and $B$ is a matrix of the following form:

$$
\left(\begin{array}{cccc}
\beta_{n_{1}} & \cdots & \frac{1-\beta_{n_{1}}}{n_{1}} & \cdots \\
\vdots & \ddots & & \\
\frac{1-\beta_{n_{i}}}{n_{i}} & \cdots & \beta_{n_{i}} & \cdots \\
\vdots & & & \beta_{n_{m}}
\end{array}\right)
$$

The matrix $B$ has the following properties:

1) $b_{i j} \geq 0$, and $\sum_{=1}^{n} b_{i j}=1$ (hence, $\|B\|_{\infty}=1$ );
2) There are $n_{i}+1$ positive elements in the $i$-th row, and the positive elements in each row are equal except the element on the diagonal line;
3) If $b_{i j}=0$, then $b_{j i}=0$.

Properties 1) and 2) follow immediately from the formula of $D^{k+1}$ in Eqn. (4). Property 3) is true because if a vertex $V_{i}$ is an adjacent vertex to $V_{j}$ then $V_{j}$ is obviously an adjacent vertex to $V_{i}$. Due to these properties, we can write the matrix $B$ as

$$
B=D S
$$

where $D$ is a diagonal matrix

$$
D=\left(\begin{array}{cccc}
\frac{1-\beta_{n_{1}}}{n_{1}} & 0 & \cdots & 0 \\
0 & \frac{1-\beta_{n_{2}}}{n_{2}} & \cdots & 0 \\
\vdots & & \ddots & \\
0 & & & \frac{1-\beta_{n_{m}}}{n_{m}}
\end{array}\right)
$$

and $S$ is a symmetric matrix of the following form:

$$
S=\left(\begin{array}{cccc}
\frac{n_{1} \beta_{n_{1}}}{1-\beta_{n_{1}}} & \cdots & 1 & \cdots \\
\vdots & \ddots & & \\
1 & \cdots & \frac{n_{i} \beta_{n_{i}}}{1-\beta_{n_{i}}} & \cdots \\
\vdots & & & \frac{n_{m} \beta_{n_{m}}}{1-\beta_{n_{m}}}
\end{array}\right)
$$

$D$ is obviously positive definite. We will show that the matrix $S$ is also positive definite, a key point in the convergence proof.

Theorem 1 The matrix $S$ is positive definite.
Proof: To prove $S$ is positive definite, we have to show the quadric form

$$
f\left(x_{1}, x_{2}, \ldots, x_{m}\right)=X^{T} S X
$$

is positive for any non-zero $X=\left(x_{1}, x_{2}, \ldots, x_{m}\right)^{T}$.
Note that if vertices $V_{i}$ and $V_{j}$ are the endpoints of an edge $e_{i j}$ in the mesh, then $s_{i j}=s_{j i}=1$ in the matrix $S$. Hence, it is easy to see that

$$
\begin{aligned}
f\left(x_{1}, x_{2}, \ldots, x_{m}\right)= & \sum_{e_{i j}} 2 x_{i} x_{j} \\
& +\sum_{i=1}^{m} \frac{n_{i} \beta_{n_{i}}}{1-\beta_{n_{i}}} x_{i}^{2}
\end{aligned}
$$

where $e_{i j}$ in the first term ranges through all edges of the given mesh. On the other hand, if we use $f_{i j r}$ to represent a face with vertices $V_{i}, V_{j}$ and $V_{r}$ in the mesh, then since an edge in a closed triangular mesh is shared by exactly two faces, the following relationship holds:

$$
\begin{aligned}
& \sum_{f_{i j r}}\left(x_{i}+x_{j}+x_{r}\right)^{2} \\
& \quad=\sum_{e_{i j}} 4 x_{i} x_{j}+\sum_{i=1}^{m} n_{i} x_{i}^{2}
\end{aligned}
$$

where $f_{i j r}$ on the left hand side ranges through all faces of the given mesh. The last term in the above equation follows from the fact that a vertex with valence $n$ is shared by $n$ faces of the mesh. Hence, $f\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ can be expressed as

$$
\begin{aligned}
f\left(x_{1}, x_{2}, \ldots, x_{m}\right)= & \sum_{f_{i j r}} \frac{1}{2}\left(x_{i}+x_{j}+x_{r}\right)^{2} \\
& +\sum_{i=1}^{m}\left(\frac{n_{i} \beta_{n_{i}}}{1-\beta_{n_{i}}}-\frac{n_{i}}{2}\right) x_{i}^{2}
\end{aligned}
$$

From Eqn. (3), it is easy to see that $\frac{n \beta_{n}}{1-\beta_{n}} \geq \frac{3}{5} n$ for $n \geq 3$. Hence, $f\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ is positive for any none zero $X$ and, consequently, $S$ is positive definite.

Based on the above lemma and theorem, it is easy to conclude that the iterative interpolation process for Loop subdivision is convergent.

Theorem 2 The iterative interpolation process for Loop subdivision surface is convergent.
Proof: The iterative process is convergent if and only if absolute value of the eigenvalues of the matrix $P=I-B$ are all less than 1 , or all eigenvalues $\lambda_{t}, 1 \leq i \leq m$, of $B$ are $0<\lambda_{i} \leq 1$.

Since $\|B\|_{\infty}=1$, we have $\lambda_{i} \leq 1$. On the other hand, since $B$ is the product of two positive definite matrices $D$ and $S$, following Lemma 1 , all its eigenvalues must be positive. Hence, the iterative process is convergent.
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